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Abstract

Share turnover is a key indicator for investing in the stock market, which represents how easy or difficult it is to trade a
stock. Several techniques have been proposed to predict share turnover values. However, they are often inaccurate because
they utilize single-view models that have an incomplete picture of the temporal dynamics. To address this issue, a multi-view
time series model (MvT) is proposed to capture temporal dynamics using three views on two data groups. The temporal
dynamics of target turnover data and exogenous turnover data are captured by a view generation component. The component
generates three views in three different aspects. The predictions are then made by a view combination component and a full
connected layer. Extensive experiments on two real stock datasets show the effectiveness and efficiency of the proposed
MvT model, when compared with ten algorithms on four groups of stock data in terms of three metrics.
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1 Introduction

Numerous stock investors attempt to seeking profit-maximiza-
tion strategies to get promising gains. The share turnover,
as an important quantitative index, catches much attention
on supporting the decision-making for investors. The share
turnover sums up the transactions of a stock within a trad-
ing day and reflects the stock activity degree on that day.
Specifically, the high turnover value of a stock represents
the recent high-frequency trading pattern, which leads to the
high volatility of the stock price, and vice versa [31].
Despite the Efficient Market Hypothesis (EMH) indicates
that the security exchange market is sufficiently efficient and
impossible to predict stock movements, many time series
methods have been applied to forecasting share turnover
values and achieved good performance, such as mathe-
matical methods [30] and deep learning methods [13]. It
demonstrates that the market is less efficient than expected,
and it is possible to make further predictions [7]. However,
these single-view based methods suffer from the incom-
plete obtainment of temporal dynamics. According to phe-
nomenons of the momentum effect and the reversal effect in
stock market data [7], the upcoming values are potentially
influenced by both the long and short-term trading patterns.
Neglecting the local or global influence of share turnover
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observations will inevitably undermine the performance of
prediction methods.

Moreover, trading patterns are also sensitively affected
by many uncertain political-economic factors in the real
world, such as government policies, corporate earnings
performances, and related breaking news of enterprises. For
these reasons, numerous methods assigned an independent
view to extract the potential representation of exogenous
data (such as search query data and other stock-related
data), and then aggregate the target observations to generate
predictions. These methods include but are not limited to
PM [23], DGR [22] and DSAR [21]. Nevertheless, the
above-mentioned multi-view methods cannot completely
obtain temporal dynamics as well [29].

To address these issues, a multi-view time series model
(MvT) is proposed to comprehensively capture the temporal
dynamics in terms of target time series and exogenous time
series. The MvT consists of a view generation component
and a view combination component. The temporal dynamics
of target turnover data and exogenous turnover data (i.e.,
Shanghai Connect) are captured by the view generation
component, which generates three views to independently
establish the association between each time point, period,
and input variable. The predictions are made by the view
combination component, which combines outputs from
several views.

Traditional multi-view methods depend on the consensus
and complementarity information among multiple distinct
features to enhance the generalization performance [25-28].
However, for time series prediction problem, limited by the
ability of time series data to generate other relevant features,
the generated views should focus on exploring the inherent
relationships of the sequences. Therefore, we proposed a
novel view generation component to highlight the non-
linear association of different aspects. Subsequently, the
view combination component is utilized to fusion potential
connections from each view and generate predictions.

In summary, the major contributions of this work are
summarized as follows:

(1) Verified the superiority of integrating the Shanghai
Connect turnover to improve the predictive perfor-
mance in some other share turnovers.

(2) The proposed effective view generation component
benefits well from exogenous turnover data.

(3) The MvVT achieves better performance, not only on the
target turnover time series, but also on the exogenous
turnover time series.

The rest of this paper are organized as follows. Section 2
addressed this work with respect to multi-view learning.
Section 3 formulates the multi-view time series prediction
problem. Section 4 presents the proposed MvT. The
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experimental configurations for performance evaluation is
given in Sections 5, and 6 shows the benefit of our scheme.
Finally, Section 7 concludes this work.

2 Related work

This section recalls time series prediction methods to
address this research, in terms of single-view algorithms and
multi-source algorithms.

2.1 Single-view

Methods in this category develop a view to connect inputs
and outputs. They are divided into statistical methods and
deep learning methods.

Statistical methods apply statistical analysis techniques
to exploit the different stochastic processes using a single-
view. Autoregression (AR) and moving average (MA)
are well-known linear statistical methods, autoregressive
moving average (ARMA) and Auto-regressive integrated
moving averages (ARIMA) are their variants. These meth-
ods have been introduced to predict the forex price [12],
cryptocurrency price [8] and stock price [33]. However,
these methods are suitable for stable time series. Differ-
ence processing is commonly utilized to correct unstable
sequences, but the processing cannot cover overall series
changes. Moreover, the non-linear patterns of observations
are unable to be captured.

Learning methods are purposed to ameliorate the extrac-
tion of complicated non-linear relationships from time
series. Vanilla Recurrent Neural Network (RNN) is one
of the deep learning methods, which has the ability to
produce temporal dynamics views and draw great atten-
tion in related domains [11]. CNNRNN [6], as its variant,
using convolutional structures to extract local views and
then feeding into the RNN component, which effectively
alleviates the sequence length and highlights the key peri-
ods. However, the RNN structure is limited to consider
long-term dependency. Hence, Long- and Short-Term Mem-
ory (LSTM) and Gated Recursive Network (GRU) are
purposed to overcome the shortage [22], which has been
applied for stock price forecasting [9], the stock market
index [6] and financial volatility [S]. Recently, on the basis
of LSTM, Encoder-Decoder (ED) architecture [4] remaps
the inputs into further non-linear representation and has
already been applied in predicting stock prices [10]. PM
[23], MSL [20], attention mechanism [14] and transformer
are also used to generate single-view. However, the local
and global dynamical characteristics are ubiquitous of time
series, using the single-view limits the correlation horizon of
generations [32].
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2.2 Multi-source

Methods in this category develop each view for a data
source [15, 16]. Different sources may share a common
view.

To be specific, DGR [22] captures the temporal dynamics
from different time granularity sources and then consoli-
dates dual granularity views to generate predictions. CARD
[24] using decomposition techniques to obtain different rel-
evant time series, and combine the two views from target
and relevant time series to improve the performance accu-
racy. Similarly, DSAR [21] products the short-term patterns
from multi-source data, and patterns are summarized in the
combination stage.

Although these methods show the benefit for many
realistic forecasting problems [1-3, 29], they were hard to
achieve a precise prediction in more complex environments
due to the various dynamical patterns of time series [18, 19].

Therefore, we integrated multiple direction views of each
input time series and generated the predictions by learning
a comprehensive observation. The observation effectively
extracts the complex local correlation, global correlation
and sequence correlation between inputs and prediction
values. Besides, each view has an ability on different
sources. Meanwhile, the linear representations of each input
also are considered as a useful view to enhancing the
robustness.

3 Problem definition
This section gives notations and problem definitions.
3.1 Notation

In this section, some definitions of time series prediction
are given. For convenience, a list of symbols and their
definitions are summarized in Table 1.

Time series Let symbol Z € RP*! be the share turnover
time series. Let symbol E € RP*K denote the Shanghai
Connect turnover time series. P is the time steps of those
time series. K is the factor number of Shanghai Connect.

Look-back window Let symbol T be the look-back window
size. A look-back window observes the past turnover values
in T time steps. For instance, Z1.7,; denotes the observed
values of Z within [1, 7] time steps.

Share turnover prediction problem Commonly, the predic-
tion based on the past observed values is formulated as:

Zri11 < F(Zi11), (D

14597
Table 1 Symbols and semantics
Symbol Semantic
P The time steps of a time series
T Look-back window size
K The number of exogenous factors
Vv The number of views
8 Bias
B,b Batch size
Z The share turnover time series Z € RM*!
Zm 1 The entry of Z
ZiT,1 The look-back window of Z, Z;.7.,; € RT*!
ZIIJ:T,I The output of v-th view on Zj.7 1, Z?:T.l e RTx!
E The Shanghai Connect time series, E € RM*K
Enk The entry of E
E\7. The look-back window of E, E.7. € RT*K
E}.;. The output of v-th view on E.7 ., Ell’:T,: e RTxK
ZT41.1 The real value in the upcoming day
ZT+1,1 The predicted value in the upcoming day
F() A mapping
Gy(¥) The mapping of v-th view
1 Concatenation operation

where ZT+ 1.1 € RT*1 denotes the predicted value in the
upcoming day. T is the look-back window size. F(:) is a

mapping.

The prediction problem using exogenous data Share turnover
trading patterns are sensitive to many uncertain political-
economic factors, fusion exogenous data have the ability to
reduce the effect of fluctuations.

The prediction based on both target and exogenous
observed values is formulated as:

Zry11 < F(Zyra, Evr.)), (2)

where E1.7. € RT*K denotes the observations of Shanghai
Connect turnover. 7 is the look-back window size.

3.2 Definition

In this section, the prediction problem via multi-view mod-
eling is defined.

The prediction based on the past observed values using
multiple views is formulated as:

Vo= Go(Zir), 3)

Il};T,; = GU(EliT,Z)v (4)

where G (-) is the mapping of v-th view, a.k.a., view con-
struction. Z¥ € REXTx1 and EV € REXT*K indicate the
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v-th generated view of target observations and exogenous

data respectively.
Zrya = FA{ZYr L AEY ). stovellLV]  (5)

where F(-) maps outputs of several view to the upcoming
value, a.k.a., view combination, and Zr 1 ; is the prediction.

4 The Proposed MvT

This section illustrates the proposed multi-view time series
model (MvT). The graphical scheme of MvT is drawn in
Fig. 1.

fFm————— e — — —
(a) Target input
o '
V3 out

Firstly, those time series are normalized, split and aggre-
gated to generate trainable supervised data. Secondly, the
target input data and exogenous input data are fed into three
views to observe historical events from different viewpoints.
Thirdly, the outputs from different views and input data are
combined to generate the predictive values. Finally, all the
predictive values are linearly sum up and de-normalized as
prediction values.

4.1 Time series transformation

Min-Max normalization. To speed up the fitting process
of the model, the Min-Max normalization is employed
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Fig. 1 The graphical diagram of the proposed multi-view time series model (MvT)
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to compress the data into range [0, 1]. The normalization
formula and its de-normalization formula are as follows:

, d—min(d)
" max(d) — min(d)’

(6)

d = d’ % (max(d) — min(d)) + min(d), @)

where d € RM represents a vector of all the observed
samples, d’ € RM is the normalized data, max(d) is the
maximum value of d, and min(d) is the minimum value of
d. The de-normalization formula is applied for the outputs
of models in the post-processing stage.

One-step-ahead split Due to the time series data can not
be directly fed into a supervised model [22]. The one-
step-ahead split technique is applied to these time series to
generate supervised data.

Given the target time series Z € with M consec-
utive time intervals, the exogenous time series E € RM*K
with M consecutive time intervals and K factors, the one-
step-ahead split is applied as below:

RMXI

AR e 21 E,. --- Er. Z7+1,1

Zry - Zry1n Ea. - ETqgg Zr42,1

Zu-1-11 *+* Zm—-11 Epy—1-1: -+ Ey—1;: Zy
(8)

where the left part is the inputs of a model, a.k.a, look-
back window, the upper right part is the output of a model.
For a lucid presentation, let X € RM~T—DxTx(K+D 3pq
Y € RM=T=DxI denote inputs and outputs, respectively.
Several consecutive samples in (X, ) are denoted by (X €
REXTx1'y ¢ RBXV) Zr.|7,p.1 is denoted by ¥, and
[Zi.7.1, Zo.741,1, -+ » ZB:7+B—1,1] is denoted by X.

4.2 View generation

As shown in Fig. la, the generated views O, and O, are
introduced to further improve the robustness of MvT. These
views directly extract the linear characteristics of the target
and exogenous time series respectively, and then combine
them in parallel to improve the accuracy of prediction. The
processing can be formulated as follow:

0.=) W.xZ+3., ©)
teT

0,=) W,xE+3,, (10)
teT

where 0. € RB*Tx1 is the linear view generated by

observations, 0, € REXT*1 ig the linear characteristics of

exogenous data, W, € REXT*1 and W, e REXTx1 gre
the weight tensor of Z and E respectively, §, € RE*! and
8. € RB<! are bias term.

Besides, the MvT designs a view generation component
for both target time series and exogenous time series, as
depicted in Fig. 1b. The view generation component using
element-wise transformation makes a directional highlight
for inputs. To alleviate overfitting and enhance the non-
linearity of the network, the ReLU activation is integrated
into a view unit as shown in Fig. lc. The product view
computation can be mathematically expressed as:

M = W; xReLU(), (11)

where M is element-wise weighted input matrix, I €
RBXT*K is the input tensor, ReLU(-) is the rectified linear
unit function, W; € REXT*K is the weight tensor of I, and
* is the Hadamard product of I and W;.

To highlight the directional view generation in different
aspects, the function of each view is described as follows:

View 1 observes each batch of inputs through the net-

work. The batch size defines a period of consecutive train-
ing examples utilized in one iteration. The relationships
between consecutive historical observations and the upcom-
ing period are enhanced via highlight the critical period, the
processing can be summarized as follows:

exp(Mp,..)
Zb exp(Mb,:,:) '

where R' € REXT*K i5 generated by the transformation
of view 1, M € REXT*K i5 element-wise weighted input
matrix.

View 2 observes the relevant time steps from previous
days of the look-back window to the next day. Those critical
time steps are enhanced via the correlation to the output time
step, the processing can be summarized as follows:

ik = exp(M. ;)
N S VR
> exp(M. ;)

where R? € RE*T*K is generated by the transformation of
view 2.

View 3 observes the relationships between input time
series and target time series. Those critical time series
are enhanced according to the contribution for output, the
processing can be summarized as follows:

exp(M.. r)
Zk eXp(M:,:,k) '

where R? € RE*T*K i5 generated by the transformation of
view 3.

The generated views Z}3T1 and E}3T are produced by
the above processing.

Rlpik = (12)

R? (13)

Ripik = (14)

4.3 View combination and prediction

Finally, the generated views are combined through View
combination, then, MvT predicts the upcoming values by a
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linear layer. The generate views from the above components
are summarized as below:

G:=1[2{3,. E}.. 0. 0., (15)
where G € REXTx(1+2+K) i5 the concatenated outputs.

Ori11=) WoxG+3, (16)
teT

where O e RE*I*1 i5 the output representation of the
inputs G, W,, is the weight tensor, and §, € RB*1 is a bias
term. After that, the predicted values Y are calculated by
de-normalizing the O by Equation 7.

5 Experimental setup

This section gives data collection, performance metrics,
benchmark methods and configurations.

5.1 Datasets

We examine the benefit of northbound trading to the
prediction of share turnover. There are three stock
exchanges in China, two of them (SSE, SESE) in mainland
China and one in Hongkong. Shanghai-Hong Kong Stock
Connect Program makes the Mainland China and Hong
Kong markets are able to direct access to each other’s
stock market. Northbound trading refers to the trading
of mainland-listed stocks from the Hong Kong Stock
Exchange (HKEX)!. More specifically, the northbound
trading is subdivided into Shanghai Connect and Shenzhen
Connect, targeted for SSE and SESE respectively. There
are released on November 17, 2014, and December 5, 2016
respectively.

By the day (January 31, 2021) we carry out the exper-
iment, there are 1468 and 983 trading days for Shanghai
Connect and Shenzhen Connect respectively. To have more
training data, we select stocks from SSE. There are 568
stocks available on Shanghai Connect at the initial stage.

We select the two largest total market values at present
among them, e.g., Ping An Insurance (Group) Company of
China, Limited (stock code: 000001, shortened to PingAn
in the following sections for the sake of conciseness) and
Kweichow Moutai Company Limited (stock code: 600519,
shorted to Moutai).

Considering the case of trading suspensions, we simply
remove the records from Shanghai Connect during this
period to keep the data aligned to the turnover of stocks.

Southbound trading refers to the trading of certain SEHK securities
from mainland investors. It is likely named so because Hong Kong is
located south of Shanghai and Shenzhen.

@ Springer

After this data preprocessing, both PingAn and Moutai
coincidently have the same number of data points, 1442.
Table 2 shows some basic statistics of the turnover of
PingAn (denoted by Si), Moutai (denoted by S>), and
Shanghai Connect (denoted by C) where SD is the
abbreviation of standard deviation, and PCC denotes the
Pearson correlation coefficient between Sy, S and C. The
value of Shanghai Connect on a certain day is the addition
of the total value bought and sold on the given day. Clearly,
there is a significant correlation between Shanghai Connect
and PingAn, Moutai.

To present the time series of PingAn, Moutai, and
Shanghai Connect in a more intuitive way, we plot the daily
turnover of them during the period from November 17,2014
to January 29, 2021, as shown in Fig. 2.

5.2 Performance metrics

The commonly used metrics are applied to measure the
prediction performance. They are formulated below.

(1) Mean Absolute Error (M AE):

MAE =

| Zin — Zial, (17)

i€Q27est

(2) Mean Absolute Percentage Error (M AE):

| Test |

1 A
T~ > (Zian = Zin), (18)
est| .

[ €827 est

RMSE =

(3) Coefficient of determination (R2):
Sicor, (Zin — Zi1)?
2
ZiE-QTest Zi’l

where £27.; is the testing set.

For MAE and RM SE, the lower values have the better
performance. For R?, the higher values have the better
performance.

RP=1-

19)

5.3 Benchmarks

To evaluate our model objectively, the MvT is compared
with the methods listed below.

(1) Multiple linear regression (MLR) describes how a
response variable depends linearly on two or more
explanatory variables.

(2) Long short-term memory (LSTM) is designed to
address the problem of vanishing gradients and
exploding gradients, and has a strong ability on
sequential data.

(3) Gated Recurrent Unit (GRU) [4] is a variation from
the LSTM, and has fewer parameters than LSTM. The
memory ability is close to LSTM.
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Table 2 The statistics of the

turnover of PingAn, Moutai, Symbol Min Max Medium Mean SD PCCc

and Shanghai Connect (Unit:

100M CNY) S 4.35 679.41 40.53 53.69 47.55 0.2246***
S» 1.68 169.01 21.54 27.31 22.35 0.8084***
C 6.89 921.64 90.72 149.89 149.05 —

** indicates p — value < 0.001

(4) Encoder-Decoder (ED) [4] is a sequence-to-sequence
framework, and is proposed for varying size of the
inputs and outputs.

CNNRNN [17] is a unified framework for multi-label
image classification. It takes into consideration the
dependencies among multi-labels.

Dual-side autoregression (DSAR) [21] represents the
search engine data and historical turnover values by
considering dual sides autoregression results.

(&)

(6)

5.4 Configurations

We split the dataset into train and test data, the first 80%
of data as training data and the remaining 20% as test
data. All of the predictive methods are trained by the Adam
optimizer, and the mean squared error (MSE) is selected as
the loss function. For ED, CNNRNN, LSTM and GRU, the
number of hidden neurons is set to {32, 64}. We adjust the
window size to optimal for all methods from [1, 20], and the
batch size is set to 32. The training epoch and learning rate
are tuned to the optimal states of each method.

6 Predictive results and analyses

This section evaluates the proposed MvT performance in
terms of MAE, RMSE and R?. These experiments aim to
study the following issues:

(D
2)

How parameter T affects the prediction performance?
How does the combination of views affect prediction
performance?

(3) Can MvT outperform the state-of-the-art methods?
6.1 Parameter T

In this section, we investigate the effects on look-back
window size T on MvT. To eliminate the intervention of
different group views, we set the parameter V to {1, 2, 3},
i.e., using all three views.

Figure 3a, b and c shows the evolution of our model
accuracy over a series of input window size 7 from 1 to 20
in terms of MAE, RMSE and R? for the stock PingAn.
The results show that the best performance is achieved at

80 100
$,(SD : 47.55) |
~ = —C(SD : 149.05
60 - ( ) ! —80
. PCC(S1,C) = 0.2246 * * * , ] | ;{. .
) [ e &
; 40 , : , T :. | v>—<|
= vl I n f ';‘\,f‘\l"l“L =
R I. ’|||= ) l :. ,",,'fn‘_.: ":l‘. ' ]llilhlﬂl)‘ﬁl,ﬂ 40 T
20 L jipt
W ‘I p u N .)m i f\‘f"), M A ."ﬂ'\'.\,.. A 1 —20
Wt LT i‘\-‘;,-.\,"‘.\\.‘ s s AL 12 ek she S AR 2ol N d w ‘ : | | |
0 200 400 600 800 1000 1200 1400
(a) The temporal distributions of Sy and C, respectively. The correlation between Si and C is weak.
20 100
Sy(5D : 22.35) '
151" - C(SD : 149.05) ! 80
PCC(Sy,C) = 0.8084 x * "Jl 1 [u,
N I o (T o
= | ull, j, 1%l 60 S
10 - I | Ul (3
5 m A {' ﬁffh“'hﬂ\"a’“ w0 =
[95) Ppgﬁ"ﬁh | 1T ,nJh.“\.q |\'|,,u.. e}
5+ , . MU (M ,‘nu (A
|,| I ;\ﬂ‘l. A ‘ ﬁ il "W ) I.‘\.\;‘,‘,}n ko —20
by ! 3 YRy \ " \
\‘"l"‘v‘l» ""\"' . A "'ln\ l-.\\|~:,.l\. b e A Al '-.'“\-\\v\-v"”"""\\h“‘“'\bh e \\"‘ N | | |
0 200 400 600 800 1000 1200 1400
(b) The temporal distributions of S, and C, respectively. The correlation between S; a  C is significant.
Fig.2 The daily share turnover time series of PingAn (S;), Moutai (S2) and Shanghai Connect (C)
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(a) MAE versus T.
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(b) RMSE versus T.

12 15 18 3 6 9 12 15 18
Window size T

(c) R? versus T.

0351

0.25
A

3 6 9 12 15 18
Window size T
(d) MAE versus T.
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Fig.3 The evolution of our model accuracy over a series of input window size 7' on PingAn in terms of MAE, RMSE and R%. Both V on S,
and V on S, + C is fixed at {1, 2, 3}. a-c stock 1. d-f stock 2. The optimal values are found around 7" = 4 as shown in red dashed lines

T = 4. In the beginning, the performance improves until
T = 4 as T increases. After this, with the boosts of T, the
performance decreases.

The potential reason behind this is that the local
correlation is sensitive between historical observations and
upcoming values. Redundant look-back windows reduce
the stability of the model, and too short a look-back
window cannot provide enough temporal information with
the rapidly changing stock market. We carry out the same
experiments for the stock Moutai, the results is plotted in
Fig. 3d, e and f. Moutai has similar performance trends as
PingAn. The best performance is achieved at T = 4 in
terms of RM SE and R?. It is worth noticing that the optimal
M AE performance found at T = 2, the difference is due
to RM SE enlarge the impact of the larger error and MAE
represents the real error. More balanced predictions during
peak period and trough period can be obtained by lower
RM SE. Based on these empirical results, we fix T at 4 for
the following experiments.

With the exogenous data, the method has more frequent
fluctuations of performance compared to the other group
without that. The potential reasons are: (1) there still
has room to improve for this model; (2) the samples
from Shanghai Connect is not enough; (3) the changes of
exogenous time series delay feedback to investors.

@ Springer

6.2 View evaluation

In our model, the parameter V is optional and can be used in
combinations arbitrarily. There are three optional views for
the input data. Thus, we have six combinations of V in total.

To examine the effects of combinations on the perfor-
mance of our model, we carry out the experiments on all
combinations. The left part in Fig. 4a, b and ¢ shows the per-
formance of our model on all views for PingAn in terms of
MAE, RMSE and R?. The best performance is achieved at
the combination {1, 2, 3}. To investigate the benefits of the
exogenous data, we first fix the view of the share turnover
on the combination {1, 2, 3} based on the above finding.
After this, similar experiments are carried out on the share
turnover with Shanghai Connect. The results are plotted
on the right part in Fig. 4d, e and f. Not surprisingly, we
achieve the best performance at the combination {1, 2, 3}.
With the exogenous data, MAE and RMSE decline by
3.1% and 1.7%, and R* improves 3%, respectively. Each
of the views provides different non-linear relationships and
temporal dynamical inputs, making effective use of them
can generate more accurate predictions.

For the stock Moutai, we perform the same evaluation.
The results are shown in Fig. 4d, e and f. Similarly, the
best performance is achieved at the combination {1, 2, 3}
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Fig.4 The performance of our model on all combinations in terms of MAE, RMSE and R? for PingAn with and without Shanghai Connect.
The T is fixed at 4

for the share turnover without Shanghai Connect. However,  (6) The AR based method poorly performs than other
with the exogenous data, the best performance obtains at the methods in stock Moutai.

combination {2, 3}. One of the potential reasons behind this
is the Pearson correlation coefficient of S| and C is less than
that of S> and C. Due to the similar development trend of
S> and C, especially in time steps representation, C unable
to supply enough non-linear information for S,.

Figure 5(a-c) show the performance of all models in
terms of MAE, RMSE and R? for the stock PingAn. The
proposed MvT method outperforms the baseline strategies
as expected. Without Shanghai Connect data, the best result
of the benchmarks is achieved at GRU-64, the concise non-
linear structure more appropriate for the small amount of
samples. Compared with GRU-64, the improvements of our
model reach 2.5%, 3.3% and 6.3% on MAE, RMSE and
RZ. In addition, due to insufficient extraction of CNN from
observations, CNNRNN-32 poorly performs than other
methods without exogenous time series. Not surprisingly,
with the exogenous data, our previous model obtains the
best performance. Compared with DSAR, our new model
(1) The proposed MvT outperforms other benchmarks in ~ improves 6.8%, 5.8% and 11.9% on MAE, RMSE and R?

terms of three metrics. respectively. Furthermore, if we focus on our model, with
(2) The GRU-64 has the second best performance in terms ~ Shanghai Connect, the improvements are still significant, a
of three metrics without exogenous data except in 3.5% decrease in MAE, a 2.3% decrease in RMSE, and a

6.3 Comparisons

To provide unbiased and objective results, we repeat each
experiment five times and average them up for all perfor-
mance metrics.

We observe the results and summary the following key
conclusions:

terms of M AE for the stock Moutai. 4.1% increase in R2.
(3) The correlation of target and exogenous data is Meanwhile, Fig. 5d-f show the performance of all mod-
sensitive for RNN based methods. els in terms of MAE, RMSE and R? for the stock

(4) From the perspective of stock PingAn without exogenous ~ Moutai. Moreover, our model outperforms the baseline
data, CNNRNN-32 poorly performs than other methods.  strategies as expected. Without Shanghai Connect data,
(5) From the perspective of stock Moutai with exogenous  compared with the best result of the baseline strategies, the
data, AR has the worst performance than other methods. ~ improvements of our model reach 0.1%, 2.5% and 9.0%

@ Springer
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Fig.5 Comparison of all models on PingAn and Shanghai Connect data. 7 =4, V = {1, 2, 3}

on MAE, RMSE and R?. With the exogenous data, compared
with the best result of the baseline strategies, the improve-
ments of our model reach 0.4%, 1.1% and 2.5% on MAE,
RMSE and R2. The AR based methods, i.e. AR and DSAR,
show relatively worse performance, which is unable to cap-
ture the non-linear dependencies between each time step.
Weak correlation exogenous time series make more con-
tributions to improving the prediction accuracy. A possible
reason is that few similar patterns of time series are prone to
boost the fitting errors, while weak correlation data increase
complexity but enhance the robustness by various dynami-
cal temporal patterns. In the stock Moutai, the performance
with Shanghai Connect has a tiny improvement.

The potential reasons for such improvements brought
are: (1) the benefits of the exogenous data, Shanghai
Connect; (2) our method is adaptive to both past and future
data; (3) our method effectively extracts the local and global
dependencies from both internal and exogenous data.

7 Conclusion

This paper proposed a multi-view time series model (MvT)
to predict the share turnover values in the following trading
day. In order to provide comprehensive learning aspects,
three views are generated to observe the temporal dynamics
on PingAn, Moutai and Shanghai Connect turnover data.

@ Springer

The predictions are figured out based on the combinations
of three view outputs. Extensive experiments are carried out
to verify the benefits of the proposed MvT.

In the future, the authors would like to apply the
multi-view model on multi-horizon time series prediction
problems.
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